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Abstract—Canonical Correlation Analysis (CCA) is a powerful multivariate statistical method. It can be used to find, for a given dimension, a projection pair that maximally captures the correlation between two target random vectors. This work introduces a CCA-based approach for image retrieval. It capitalizes on feature maps extracted from a pre-trained Convolutional Neural Network (CNN) and leverages basis vectors identified via CCA, in conjunction with an element-wise selection method based on the Chernoff information, to generate compact transformed image features; the level of similarity between two images is determined by a hypothesis test regarding the joint distribution of transformed feature pair. The proposed approach is benchmarked against two popular statistical analysis methods, Linear Discriminant Analysis (LDA) and Principal Component Analysis with whitening (PCAw). The CCA approach is shown to achieve competitive retrieval performances on popular datasets such as Oxford5k and Paris6k.
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I. INTRODUCTION

The past few decades have seen the explosive growth of online image databases. This growth presents valuable opportunities for the development of visual-data-driven applications, but at the same time poses significant challenges to the Content-Based Image Retrieval (CBIR) technology [1].

Traditional approaches to CBIR typically rely on handcrafted scale- and orientation-invariant image features [2]–[6]. Recent advances in Deep Learning (DL) for image classification and object recognition have brought Convolutional Neural Networks (CNNs) to the spotlight as contenders for CBIR. Although CNN models are usually trained to perform different tasks than CBIR, Razavian et al. [7] have shown the potential of features extracted from modern deep CNNs, commonly referred to as DL features. Retrieval methods utilizing DL features can generally be differentiated by whether they train (fine-tune) the CNN model or not. The earlier use of CNN for CBIR focuses on methods using Off-The-Shelf (OTS) CNNs (i.e., popular pre-trained CNNs) for feature extraction, [8], [9], [10] and [11] to name a few. A major pro of those methods is the low implementation cost, which is largely attributed to the direct adoption of pre-trained CNNs. Their performance is, overall, on par with state-of-the-art conventional methods that rely on handcrafted features. However, in order to push it further, another group of methods, like [12], [13], and [14], has incorporated a CNN fine-tuning component to enhance the discrimination power of the extracted features. The end-to-end learning framework proposed in [15] for CBIR is by far the cream of the crop in fine-tuned CNN-based methods. It beats almost all popular conventional and OTS-CNN-based methods on all standard testing datasets. However, this performance improvement comes at a significant cost. Indeed, the method requires the training of large triple-branched CNN architecture using a large training dataset, which may not be affordable all the time.

To better leverage DL features for image retrieval, many preprocessing methods have been developed. Among them, Principal Component Analysis with whitening (PCAw) and Linear Discriminant Analysis (LDA) are most widely used. In spite of their popularity, PCA and LDA have obvious weaknesses: the dimensionality reduction in PCA usually ignores critical principal components with small contribution rate while the performance of LDA tends to degrade with decreasing differences between mismatched features. Therefore, it is desirable to have a preprocessing method that is more robust against dimensionality reduction and more sensitive to feature mismatch. This motivates us to bring Canonical Correlation Analysis (CCA) [16] into image information preprocessing.

CCA is a powerful tool to investigate the relationship between two sets of multivariate data. It can be used to identify two projection subspaces of a given dimension that capture maximally the correlation between the two sets. The applications of CCA in cross-modality matching/retrieval have been extensively studied, from those based on handcrafted features (see, e.g., [17]) to the more recent ones that rely on DL features [18]–[20]. Some related theoretical development can be found in [21], [22].

In the line of seeking computationally-efficiency and affordability, a new image retrieval method based on OTS deep CNNs is developed and presented in this work. It is built around CCA, but has several distinctive aspects as compared to the related works. For dimensionality reduction purposes (feature compression), the proposed method, named CCA-based method, employs a basis-vector selection technique using Chernoff information. It provides a ranking on how discriminative the basis vectors are. Those vectors and their ranking are both learned form a training set of features that are extracted from a pre-trained CNN – the neural network is not trained in this work. For a new pair of unknown features, the basis vectors are used to transform the features and compress them if needed. Then, a hypothesis test on the joint distribution of pairs of feature elements is carried out to obtain a matching score. Top best retrieved matches are identified using their matching score. The experimental results indicate that the proposed method can achieve competitive retrieval performances on some popular datasets such as Oxford5k and Paris6k.

This paper is organized as follows. A detailed description of
the proposed CCA-based preprocessing method together with the associated matching procedure is presented in Section 3. The experimental results and the relevant discussions can be found in Section 4. The paper is concluded with some final remarks in Section 5.

II. PROPOSED METHOD

Inspired by CCA, a correlation analysis method is developed for image retrieval purposes. Using a training dataset of features extracted from a pre-trained CNN model, a set of canonical vectors are learned to serve as the basis vectors of the feature space. They are used to transform the features of a pair of images into a new subspace, in which a selection method is applied to identify the most discriminative elements of the transformed features. Then, those elements undergo a hypothesis test to determine the degree of similarity between the features and, therefore, the two images. The following four subsections will shed more light on the details of that process.

A. Image pre-processing and feature extraction

The CNN model used for feature extraction is VGG16 [23]. It takes an input image of maximum size of 1024×1024 and produces 512 feature maps from its last convolutional layer. A pooling technique is applied on those feature maps to extract a single feature element from each one. Those elements are concatenated to get a 512-dimensional vector, which undergoes decentralization and normalization to form the global feature vector representing the image.

B. Correlation analysis and canonical vectors

In the core of the proposed method lies the set of canonical vectors. They are learned in a fashion inspired by CCA and from a large training set of matching and non-matching image features. The learning process goes through the following steps: Step 1: The two matching matrices are shown below:

\[ \mathbf{X}^{(M)} = \begin{bmatrix} \mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_L \end{bmatrix}, \]
\[ \mathbf{Y}^{(M)} = \begin{bmatrix} \mathbf{y}_1, \mathbf{y}_2, \ldots, \mathbf{y}_L \end{bmatrix}, \]

where \( L \) is the total number of matching pairs, \( \mathbf{x}_l \) and \( \mathbf{y}_l \) for \( l \in \{1, 2, \ldots, L\} \) are a pair of feature column vectors representing two matching images. The training data matrix of matching features \( \mathbf{H}^{(M)} \) is constructed as follows:

\[ \mathbf{H}^{(M)} = \begin{bmatrix} \mathbf{X}^{(M)} & \mathbf{Y}^{(M)} \\ \mathbf{Y}^{(M)} & \mathbf{X}^{(M)} \end{bmatrix}_{(1024 \times 2L)}. \] (1)

The estimated covariance matrix of matching features is given by

\[ \mathbf{\Phi}^{(M)} = \frac{1}{2(L-1)} \mathbf{H}^{(M)}(\mathbf{H}^{(M)})^T = \begin{bmatrix} \Sigma_{\text{auto}} & \Sigma^{(M)} \\ \Sigma^{(M)} & \Sigma_{\text{auto}} \end{bmatrix}, \] (2)

where \( \Sigma_{\text{auto}} = \frac{\mathbf{X}^{(M)}(\mathbf{X}^{(M)})^T + \mathbf{Y}^{(M)}(\mathbf{Y}^{(M)})^T}{2(L-1)} \) and \( \Sigma^{(M)} = \frac{\mathbf{X}^{(M)}(\mathbf{Y}^{(M)})^T + \mathbf{Y}^{(M)}(\mathbf{X}^{(M)})^T}{2(L-1)}. \)

Step 2: By randomly permuting the columns of \( \mathbf{X}^{(M)} \) and \( \mathbf{Y}^{(M)} \), we can get two non-matching matrices

\[ \mathbf{X}^{(N)} = [\mathbf{x}_{\pi(1)}, \mathbf{x}_{\pi(2)}, \ldots, \mathbf{x}_{\pi(L)}], \]
\[ \mathbf{Y}^{(N)} = [\mathbf{y}_{\pi(1)}, \mathbf{y}_{\pi(2)}, \ldots, \mathbf{y}_{\pi(L)}]. \]

With a similar procedure to that of step 1, a covariance matrix \( \mathbf{\Phi}^{(N)} \) is estimated for the non-matching features \( \mathbf{H}^{(N)} \):

\[ \mathbf{\Phi}^{(N)} = \frac{1}{2(L-1)} \mathbf{H}^{(N)}(\mathbf{H}^{(N)})^T = \begin{bmatrix} \Sigma_{\text{auto}} & \Sigma^{(N)} \\ \Sigma^{(N)} & \Sigma_{\text{auto}} \end{bmatrix}, \]

where \( \Sigma^{(N)} = \frac{\mathbf{X}^{(N)}(\mathbf{Y}^{(N)})^T + \mathbf{Y}^{(N)}(\mathbf{X}^{(N)})^T}{2(L-1)}. \)

Step 3: Since \( \Sigma_{\text{auto}} \) is Positive Definite (PD), both covariances, \( \mathbf{\Phi}^{(M)} \) and \( \mathbf{\Phi}^{(N)} \), are multiplied left and right by \( \Sigma_{\text{auto}}^{\frac{-1}{2}} \) to de-corrleate their diagonal blocks:

\[ \tilde{\mathbf{\Phi}}^{(M)} = \Sigma_{\text{auto}}^{\frac{-1}{2}} \mathbf{\Phi}^{(M)} \Sigma_{\text{auto}}^{\frac{-1}{2}} = \begin{bmatrix} \mathbf{I} & \mathbf{J}^{(M)} \end{bmatrix}, \]
\[ \tilde{\mathbf{\Phi}}^{(N)} = \Sigma_{\text{auto}}^{\frac{-1}{2}} \mathbf{\Phi}^{(N)} \Sigma_{\text{auto}}^{\frac{-1}{2}} = \begin{bmatrix} \mathbf{I} & \mathbf{J}^{(N)} \end{bmatrix}, \]

where \( \mathbf{J}^{(M)} = \Sigma_{\text{auto}}^{-\frac{1}{2}} \Sigma^{(M)} \Sigma_{\text{auto}}^{-\frac{1}{2}} \) and \( \mathbf{J}^{(N)} = \Sigma_{\text{auto}}^{-\frac{1}{2}} \Sigma^{(N)} \Sigma_{\text{auto}}^{-\frac{1}{2}}. \)

Step 4: Eigen Decomposition (ED) [24] is applied on the \( \mathbf{J}^{(M)} \):

\[ \mathbf{J}^{(M)} = \mathbf{U} \Lambda \mathbf{U}^T. \]

The eigenvectors in the columns of \( \mathbf{U} \) are the sought-after canonical vectors for matching image features, and the blockwise left- and right-multiplication of both \( \tilde{\mathbf{\Phi}}^{(M)} \) and \( \tilde{\mathbf{\Phi}}^{(N)} \) by \( \mathbf{U}^T \) and \( \mathbf{U} \), respectively, yields the following pair of matrices:

\[ \begin{bmatrix} \mathbf{U}^T \mathbf{U} & \mathbf{U}^T \mathbf{J}^{(M)} \mathbf{U} \\ \mathbf{U}^T \mathbf{J}^{(N)} \mathbf{U} & \mathbf{U}^T \mathbf{U} \end{bmatrix} = \begin{bmatrix} \mathbf{I} & \mathbf{A} \\ \mathbf{A} & \mathbf{I} \end{bmatrix}, \]
\[ \begin{bmatrix} \mathbf{U}^T \mathbf{U} & \mathbf{U}^T \mathbf{J}^{(N)} \mathbf{U} \\ \mathbf{U}^T \mathbf{U} \mathbf{U}^T \mathbf{U} \end{bmatrix} = \begin{bmatrix} \mathbf{I} & \mathbf{U} \mathbf{I} \end{bmatrix}, \]

where \( \mathbf{\Pi} = \mathbf{U}^T \mathbf{J}^{(N)} \mathbf{U} \). The off-diagonal blocks of Eqn. (7) are de-correlated by the canonical vectors \( \mathbf{U} \) whereas \( \mathbf{\Pi} \) of Eqn. (8) is not. This is due to the fact that \( \Sigma_{XY} \) and \( \Sigma_{YX} \) are the cross covariances of non-matching image features, \( \mathbf{X}^{(N)} \) and \( \mathbf{Y}^{(N)} \).

C. Chernoff information for feature element selection

The learned canonical vectors of matching image features are orthonormal basis vectors that span the whole \( \mathbb{R}^{512} \), and it is expected that they are not all useful in the process of measuring the similarity between two feature vectors of an unknown pair of images-- more on this in the next subsection. Hence, it is of great interest to identify those canonical vectors that are more discriminative than others. The off-diagonal blocks of the covariance matrix of non-matching image features come on handy right now. Using Chernoff information (CI) [25] with the diagonal elements of both \( \mathbf{A} \) and \( \mathbf{\Pi} \), a ranking of the most different diagonal element pairs
could be established. This helps select a subset of \( n \)-canonical vectors, amounting to a selection of some elements from the feature vectors.

Starting with the diagonal elements of \( \Lambda \) and \( \Pi \):

\[
\Lambda = \begin{bmatrix}
\lambda_{1}^{(M)} & 0 & \ldots & 0 \\
0 & \lambda_{2}^{(M)} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \lambda_{n}^{(M)}
\end{bmatrix}
\]

(9)

\[
\Pi = \begin{bmatrix}
\pi_{1,1}^{(N)} & \pi_{1,2}^{(N)} & \ldots & \pi_{1,512}^{(N)} \\
\pi_{2,1}^{(N)} & \pi_{2,2}^{(N)} & \ldots & \pi_{2,512}^{(N)} \\
\vdots & \vdots & \ddots & \vdots \\
\pi_{512,1}^{(N)} & \pi_{512,2}^{(N)} & \ldots & \pi_{512,512}^{(N)}
\end{bmatrix}
\]

(10)

Therefore, matching coefficient \( \lambda_{i}^{(M)} = |\Lambda|_{ii} \), and non-matching coefficient \( \lambda_{i}^{(N)} = |\Pi|_{ii} \) where \( i \in \{1, 2, \ldots, 512\} \).

Define the following set of 2 \( \times \) 2 matrices:

\[
S_{t}^{(M)} = \begin{bmatrix}
1 & \lambda_{t}^{(M)} \\
\lambda_{t}^{(M)} & 1
\end{bmatrix}, \quad S_{t}^{(N)} = \begin{bmatrix}
1 & \lambda_{t}^{(N)} \\
\lambda_{t}^{(N)} & 1
\end{bmatrix}
\]

Now, let \( (S_{t}^{(\lambda)})^{-1} = \lambda_{t}(S_{t}^{(M)})^{-1} + (1 - \lambda_{t})(S_{t}^{(N)})^{-1}, \lambda_{t} \in [0, 1] \) and define

\[
D(S_{t}^{(\lambda)}||S_{t}^{(M)}) = \frac{1}{2} \log_{e} \frac{\det(S_{t}^{(M)})}{\det(S_{t}^{(\lambda)})} + \frac{1}{2} \text{tr}((S_{t}^{(M)})^{-1}S_{t}^{(\lambda)}) - 1,
\]

(11)

\[
D(S_{t}^{(\lambda)}||S_{t}^{(N)}) = \frac{1}{2} \log_{e} \frac{\det(S_{t}^{(N)})}{\det(S_{t}^{(\lambda)})} + \frac{1}{2} \text{tr}((S_{t}^{(N)})^{-1}S_{t}^{(\lambda)}) - 1,
\]

(12)

where \( \text{tr}(\cdot) \) represents the trace of input matrix in linear algebra. The equation \( D(S_{t}^{(\lambda)}||S_{t}^{(M)}) = D(S_{t}^{(\lambda)}||S_{t}^{(N)}) \) has a unique solution \( \lambda_{t} = \lambda_{t}^{*} \). The Chernoff information \( CI(S_{t}^{(M)}||S_{t}^{(N)}) \) is defined as

\[
CI(S_{t}^{(M)}||S_{t}^{(N)}) = D(S_{t}^{(\lambda^{*})||S_{t}^{(M)})} = D(S_{t}^{(\lambda^{*})||S_{t}^{(N)})}.
\]

(13)

Solving for each \( \lambda_{t}^{*} \), \( CI \) of all pairs \( (S_{t}^{(M)}, S_{t}^{(N)}) \) could be evaluated, leading to a ranking of the most different pairs of diagonal elements \( (\lambda_{i}^{(M)}, \lambda_{i}^{(N)}) \) and, therefore, the most discriminative \( k \)-canonical vectors of \( U \). Those vectors make the columns of the new canonical vector matrix \( \bar{U} \). In additional, the top \( k \) different pairs of diagonal elements \( (\lambda_{i}^{(M)}, \lambda_{i}^{(N)}) \), and the corresponding \( (\bar{S}_{t}^{(M)}, \bar{S}_{t}^{(N)}) \) are selected, where \( i \in \{1, 2, \ldots, k\} \).

**D. Similarity measurement with hypothesis testing**

The selected canonical vectors could be used to measure the similarity between any new pair of images through a hypothesis test. For any pair of feature vectors \((x_{r}, y_{c})\), the transformed feature column vectors are computed as follows:

\[
w = [w_{1}, w_{2}, \ldots, w_{k}]^{T} = \bar{U}^{T} \Sigma_{aux}^{-\frac{1}{2}} x_{r},
\]

(14)

\[
v = [v_{1}, v_{2}, \ldots, v_{k}]^{T} = \bar{U}^{T} \Sigma_{aux}^{-\frac{1}{2}} y_{c},
\]

(15)

where \( r, c \in \{1, 2, \ldots, L\} \). The main assumption underlying the hypothesis test is that the pair of feature vectors \((x_{r}, y_{c})\) comes from a jointly Gaussian distribution. Hence, the elements \((w_{i}, v_{i})\) for \( i \in \{1, 2, \ldots, k\} \) are also jointly Gaussian and independent from each other. All the Gaussian distributions are characterized by a zero-mean vector and a set of \( 2 \times 2 \)-covariance matrices \((\bar{S}_{t}^{(M)}, \bar{S}_{t}^{(N)})\). Since the final outcome of the test is whether the two images are matching or not, each pair has two possible Gaussian densities, one is characterized by \( \bar{S}_{t}^{(M)} \) and the other is characterized by \( \bar{S}_{t}^{(N)} \).

Considering the multivariate gaussian distribution [26], the density function of a pair \((w_{i}, v_{i})\) is defined as

\[
P_{M}(w_{i}, v_{i}) = \frac{e^{-\frac{1}{2} [w_{i}^{T} v_{i}]^{T} \begin{bmatrix}
\frac{1}{\bar{\lambda}_{i}^{(M)}} & 0 \\
0 & \frac{1}{\bar{\lambda}_{i}^{(N)}}
\end{bmatrix}^{-1} [w_{i}^{T} v_{i}]}}{\sqrt{(2\pi)^{2} \begin{bmatrix}
\frac{1}{\bar{\lambda}_{i}^{(M)}} & 0 \\
0 & \frac{1}{\bar{\lambda}_{i}^{(N)}}
\end{bmatrix}}},
\]

(16)

or

\[
P_{N}(w_{i}, v_{i}) = \frac{e^{-\frac{1}{2} [w_{i}^{T} v_{i}]^{T} \begin{bmatrix}
\frac{1}{\bar{\lambda}_{i}^{(N)}} & 0 \\
0 & \frac{1}{\bar{\lambda}_{i}^{(N)}}
\end{bmatrix}^{-1} [w_{i}^{T} v_{i}]}}{\sqrt{(2\pi)^{2} \begin{bmatrix}
\frac{1}{\bar{\lambda}_{i}^{(N)}} & 0 \\
0 & \frac{1}{\bar{\lambda}_{i}^{(N)}}
\end{bmatrix}}}.\]

(17)

Using the pair of density functions, Eqn. (16) and Eqn. (17), the hypothesis test is carried out to obtain a confidence score with the following expression:

\[
\text{score} = \sum_{i=1}^{k} \log \frac{P_{M}(w_{i}, v_{i})}{P_{N}(w_{i}, v_{i})}.
\]

(18)

Substituting Eqn. (16), (17) and expanding, it becomes

\[
\text{score} = \sum_{i=1}^{k} \left( \log P_{M}(w_{i}, v_{i}) - \log P_{N}(w_{i}, v_{i}) \right) = \sum_{i=1}^{k} \left( -\frac{w_{i}^{2} - 2w_{i}v_{i}\bar{\lambda}_{i}^{(M)} + v_{i}^{2}}{2\sqrt{(1 - (\bar{\lambda}_{i}^{(M)})^{2})}} + \frac{w_{i}^{2} - 2w_{i}v_{i}\bar{\lambda}_{i}^{(N)} + v_{i}^{2}}{2\sqrt{(1 - (\bar{\lambda}_{i}^{(N)})^{2})}} + \log \frac{1 - (\bar{\lambda}_{i}^{(M)})^{2}}{1 - (\bar{\lambda}_{i}^{(N)})^{2}} \right).
\]

(19)

This \text{score} determines how similar the two images are. The higher the \text{score} is, the more likely the two images are a match.

**III. EXPERIMENTAL RESULTS**

**A. Training datasets**

Two datasets are independently used for training, namely 120k-Structure from Motion (120k-SFM) and 30k-Structure from Motion (30k-SFM) [27]. Both are preprocessed to avoid overlapping elements with the evaluation datasets. A brief description of both datasets is given below:
1) **120k-Structure from Motion (120k-SfM)** [27]: This dataset is selected from the dataset used in the work of Schonberger et al., [28] which contains 713 3D models with nearly 120k images. Each image has a size of 1024 x 1024. The raw unprocessed dataset includes all image from Oxford5k and Paris6k. Thus, those subsets are both removed (98 clusters are eliminated).

2) **30k-Structure from Motion (30k-SfM)** [27]: This training dataset is a subset of the 120k-SfM, which contains around 30k images and 551 classes. The maximum dimensions of each image is resized to 362x362.

Each dataset serves its own purpose; the 30k-SfM is an example of training on a small dataset while 120k-SfM is an example of training on a large dataset, exploring the pros and cons of both. Compared to the 30k-SfM set, the 120k-SfM is expected to provide richer features for all methods being tested, PCAw, LDA, the proposed method (G-CCA), and a variation of proposed method by replacing the hypothesis testing with the scalar similarity (S-CCA).

### B. Training details

The feature vector of an image is extracted from the last convolutional layer of a pre-trained VGG16 using one of the following three pooling strategies: Sum-Pooled Convolutions (SPoC) [9], Maximum Activation of Convolutions (MAC) [8], and Standard Deviation (SD) pooling. Training is performed once for each one of those strategies for the purpose of performance comparison.

For benchmarking, the proposed method (G-CCA) and its variation (S-CCA) are trained along with two more feature-space analysis methods, namely PCAw [29], and LDA. The former analyzes the covariance matrix of the training image features to derive a basis matrix of the feature space. That basis matrix is used to whiten and compress new image features, which are later used with the scalar similarity measure to make a matching or non-matching decision. The details of the PCAw method and its performance have been laid out in [9]. On the other hand, due to the popularity of LDA [30] in statistical analysis, it has been applied in image-retrieval problems [31]. Here it will be used as a competing method of feature-space analysis.

LDA is trained on the classes provided with both training datasets. It develops a set of projection vectors for which the classes are best linearly separated. Those projection vectors are stored and used as a means to transform and compress (reduce the dimensionality of) new feature vectors. Scalar similarity is, then, applied to the transformed features to determine whether they are matching or not.

### C. Evaluation datasets and details

Two datasets are used to evaluate the performance of each retrieval method, namely Oxford5k and Paris6k. They are part of the large raw 120k-SfM dataset, but are excluded from the training dataset. A short description of these two datasets is given below.

1) **Oxford5k** [32]: It is a dataset with 5063 images and 55 query images for 11 different buildings. It is annotated with bounding boxes for the main objects.

2) **Paris6k** [33]: It is a dataset with 6412 images and 55 query images for 11 different buildings. It is also annotated with bounding boxes.

The performance of a retrieval method is assessed using mean-Average Precision (mAP) [32]. Standard evaluation protocol is followed for the Oxford5k, Paris6k. The query images are all cropped with the provided bounding boxes before they are fed to VGG16. All methods are trained and evaluated twice. We first perform training on the small dataset, 30k-SfM, followed by evaluation. The second training is based on the larger 120k-SfM. In this way, the effect of the dataset size and diversity on all methods could be studied.

### D. Performance evaluation and analysis

In Table I, the baseline performances of MAC, SPoC, and SD methods are reported without any preprocessing and dimensionality reduction (DR). In the evaluation, we use the proposed method (G-CCA), and a variation of the proposed method by replacing the multivariate Gaussian distribution with the scalar similarity (S-CCA). From Table I, we observe that the G-CCA achieves higher performance than S-CCA on most cases except for the SPoC in Paris6k, and RParis.

Using three different pooling strategies, two image retrieval methods are trained on the 30k-SfM dataset, and evaluated on the two test sets. Table II is a comprehensive depiction of all those experiments. It shows the results of each retrieval method using all pooling strategies and with different feature dimensionality choices (compression levels). The LDA results are not reported there, for LDA cannot be trained on the 30k-SfM dataset. It is a consequence of the fact that the difference between each class is too small for LDA training. From the table II, four observations stand out. The first is the effect of the pooling strategy on the G-CCA, SD pooling seems to boost up the performance of all methods at every dimension reduction.

### TABLE I PERFORMANCE COMPARISON OF THE BASELINE, S-CCA, AND G-CCA ON OXFORD5K AND PARIS6K WITHOUT DIMENSION REDUCTION

<table>
<thead>
<tr>
<th>Method</th>
<th>Oxford5k</th>
<th>Paris6k</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAC</td>
<td>0.5311</td>
<td>0.7455</td>
</tr>
<tr>
<td>S-CCA + MAC</td>
<td>0.5705</td>
<td>0.7287</td>
</tr>
<tr>
<td>G-CCA + MAC</td>
<td>0.6229</td>
<td>0.7671</td>
</tr>
<tr>
<td>SPoC</td>
<td>0.5315</td>
<td>0.6320</td>
</tr>
<tr>
<td>S-CCA + SPoC</td>
<td>0.6851</td>
<td>0.7849</td>
</tr>
<tr>
<td>G-CCA + SPoC</td>
<td>0.7131</td>
<td>0.7455</td>
</tr>
<tr>
<td>SD</td>
<td>0.6073</td>
<td>0.7330</td>
</tr>
<tr>
<td>S-CCA + SD</td>
<td>0.6900</td>
<td>0.7799</td>
</tr>
<tr>
<td>G-CCA + SD</td>
<td>0.7595</td>
<td>0.8160</td>
</tr>
</tbody>
</table>

1 The evaluation results are based on 120k-SfM learning database.
2 The MAC, SPoC, and SD are evaluated without any preprocessing methods.
3 For the same type of features, the best performances are highlighted in **bold**.
In Table II and III, there are two main advantages of G-CCA over the PCAw and LDA. The first is that the CCA-based methods can be trained from the learning dataset that is only attainted on the Paris6k using MAC pooling. Another pooling strategies show the retrieval performance of all methods in general but have different effects on the proposed one; although SPoC improves the mAP, it causes the G-CCA to lose its edge at almost all dimensionalities on Paris6k. This is not the case with SD pooling, which retains the dominating performance of the proposed method at reduced feature dimensionalities.

The moderate performance of the proposed method could be improved by the use of a larger training set like the 120k-SfM. Table III, similar to Table II, shows the evaluation results of all three methods using the three pooling strategies and different dimensionalities. Clearly, the increased-size training set results in an improved mAP performance on all test sets and using all pooling strategies. The most interesting observation is how the proposed method outperforms all others on Oxford5k. This superiority across all dimensionalities is only attained on the Paris6k using MAC pooling. Another pooling strategies improve the retrieval performance of all methods in general but have different effects on the proposed one; although SPoC improves the mAP, it causes the G-CCA to lose its edge at almost all dimensionalities on Paris6k. This is not the case with SD pooling, which retains the dominating performance of the proposed method at reduced feature dimensionalities.

Based on the Table II and III, there are two main advantages of G-CCA over the PCAw and LDA. The first is that the CCA-based methods can be trained from the learning dataset that the difference between each classes are small, but LDA cannot be trainable on such dataset. The second advantage is that the G-CCA usually have better performance than PCAw at DR.
IV. CONCLUSION

Leveraging the good performance of OTS CNNs in image classification, CCA-based methods are proposed to analyze DL features for image retrieval applications. By avoiding CNN fine-tuning, it achieves good retrieval accuracy with as minimal computational burden as possible. Experimental results on standard evaluation datasets have shown that its performance is very competitive to that of other OTS-CNN-based methods.
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